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“Try-with-simple” Practice
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Our evaluations suggest that 
carefully adapting N-gram models for 
source code can yield performance 
that surpasses even RNN and 
LSTM based deep-learning models.

[FSE’17, Vincent J. Hellendoorn and 
Premkumar Devanbu]

“Try-with-simple” Practice

3/21

Deep Learning (RNN) vs. N-gram



Our study shows that it is worth 
trying simple and fast methods
before applying complicated and 
time-consuming techniques on 
software engineering tasks.

[ASE’18, Liu et al., Distinguish Paper]

“Try-with-simple” Practice
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Deep Learning (RNN) vs. KNN



Does “Try-with-simple” practice still hold 
on different sizes of datasets? 
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A Reproducibility Study on
Prediction of Relatedness in Stack 

Overflow

6/21

1. Build a larger dataset.
2. Reproduce state-of-the-art approaches.
3. Introduce a simpler and faster approach.



Relatedness in Stack Overflow
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Duplicate

Direct

Indirect

Isolated

[ASE’16, Xu et al.]

Question
A

Question
B

Multiclass relatedness would support 
more targeted information needs.



Problem Formulation - Multi-class Classification

Stack Overflow 
Question A

Stack Overflow 
Question B

Prediction 
Model

Duplicate

Direct

Indirect

Isolated

Training 
Data

[ASE’16, Xu et al.]
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Related works

[ASE’16, Xu et al.]

[FSE’17, Wei Fu and Tim 
Menzies]

CNN Model Basic SVM

Effectiveness Win Lose

Efficiency 
(Training time) Lose Win

CNN Model Tuning SVM

Effectiveness Lose Win

Efficiency 
(Training time) Lose Win
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CNN Model

Tuning SVM

“Try-with-simple” Practice



Large Dataset

Original Dataset 
[ASE’16, Xu et al.] Large Dataset

Size (Pairs in total) 6,400 40,000

Quality
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How well do CNN Model and Tuning 
SVM perform on large dataset?

Tuning SVM still better?

Experiment 1



Effectiveness on Large Dataset

Overall, Tuning SVM still outperforms CNN.
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Efficiency (Training Cost) on Large Dataset

CNN Model is more scalable than Tuning SVM.
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Q: Why Tuning SVM costs much longer time 
than CNN Model on the large dataset?

A: With the growth of dataset, Tuning SVM uses a large 
number of features, adapts several kernels (e.g., RBF 
kernel) and regularization parameters one by one to tune 
the SVM. 
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Can we propose another SVM-based
approach that performs better and 

faster?
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Experiment 2



Soft SVM - A Lightweight Alternative
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TbW1 TbW2 ...

TaW1 m11 m12 ...

TaW2 m21 m22 ...

... ... ... ...

Soft-Cosine Similarity Measure

Edit-distance 
based relations

Semantic relations
(Word Embedding)

[SemEval’17, Delphine Charlet 
and Geraldine Damnati]
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Soft SVM vs. Tuning SVM 
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[SemEval’17, Delphine Charlet
and Geraldine Damnati]

Soft SVM Tuning SVM

Similarity
Measurement Soft-cosine Sv=Wv1⊕Wv2⊕…Wv3

SVM Kernels 1 (Linear) 4 (Linear, RBF, Poly, 
Sigmod)



Effectiveness of Soft SVM

Overall, Soft SVM achieves best performance.
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Efficiency (Training Cost) of Soft SVM 

Soft SVM costs much less time than CNN Model 
(5x) and Tuning SVM (13x)!
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Conclusion
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Implication

1. “Try-with-simple” practice still holds.
2. Larger dataset may uncover new limitations.
3. The performance of the task Prediction of Relatedness in 

Stack Overflow still has room to improve. Consideration of
more features (e.g., tags) may be an easier way to do it.
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Thanks & QA!
All experiment data can be found here: 
https://github.com/XBWer/ESEM2018


